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Abstract

We investigate how consumer valuations of personal data are affected by real world
information interventions. Proposals to compensate users for the information they dis-
close to online services have been advanced in both research and policy circles. These
proposals are hampered by information frictions that limit consumers’ ability to assess
the value of their own data. We use an incentive compatible mechanism to capture
consumers’ willingness to share their social media data for monetary compensation, and
estimate distributions of valuations of social media data before and after an information
treatment. We find evidence of significant dispersion and heterogeneity in valuations
before the information intervention, with women, Black, and low income individuals
reporting systematically lower valuations than other groups. After an information in-
tervention, we detect significant revisions in valuations, concentrated among individuals
with low initial valuations. Dispersion and heterogeneity in valuations across these de-
mographic groups decrease, but persist, after the information intervention. The findings
suggest that strategies aimed at reducing information asymmetries in markets for per-
sonal data may increase consumer welfare. At the same time, the findings highlight how
consumer valuations of personal data are only in part influenced by market information.
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1 Introduction

Personal data generates significant value for digital platforms, as source of revenue or as

input facilitating algorithmic targeting (Elsaify and Hasan, 2020). To address concerns over

the potentially unequal allocation of value between data holders (the platforms) and data

subjects (the users), proposals to share data-based revenues with consumers have emerged in

both policy and academic circles.1 Gavin Newsom, the Governor of California, has proposed

data “dividends” to compensate consumers who create online footprints (Ulloa, 2019; Au-

Yeung, 2019). Academics have argued that users’ online data should be viewed as “labor”

and compensated accordingly (Arrieta-Ibarra et al., 2018). A growing number of startups are

setting up mechanisms to compensate users for their online data (e.g. Permission.io, YouGov).

Some scholars and policymakers have also proposed data dividend policies as a way to reduce

economic inequality across demographic groups (Feygin et al., 2021).

Starting with Kenneth Laudon, who suggested in 1996 the establishment of “national in-

formation markets” through which consumers could trade rights over the usage of their data

(Laudon, 1996), data markets have been proposed as mechanisms to ensure fair allocation of

the value of data between platforms and users. In data markets, consumers provide compa-

nies access to their data through a variety of selling mechanisms, including negotiated prices

(Spiekermann et al., 2015; Yang, 2020b). The design of frameworks for data markets or data

dividends, however, faces challenges arising from information frictions. Whereas platforms

can quantify the value they can accrue from user data, users face a more significant hurdle in

pinpointing the value of data to themselves. Empirical research on consumer valuation of data

and data privacy across disciplines has highlighted that individuals’ valuations of personal in-

formation are highly uncertain and marred by endemic problems of asymmetric information

(Acquisti et al., 2016; Tomaino et al., 2021). Not only do consumers rarely know how their

data is used, but they often lack information on the value that other entities extract from

it (Shiller, 2021), or the costs they may ultimately bear when their data is misused. Thus,

when interacting with platforms or data intermediaries, consumers may be uninformed and

may fail to extract optimal levels of surplus from those markets. Unlike established markets

for traditional goods (such as cars or shares of a company), where consumers have access to

a plethora of information, markets for personal data are nascent, with limited market infor-

mation. In such markets, consumers incur costs to learn about their own preferences (Cao

and Zhang, 2021). Under these conditions, data markets may fail to achieve the very purpose

that, according to proponents, they ought to fulfill: enabling a more equitable allocation of

the benefits extracted from consumer data. Such failure would be particularly problematic if

the inability to determine fair valuations was disparately distributed across different socioeco-

1We use “users” and “consumers” interchangeably to designate individuals who utilize digital platforms.
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nomic groups, with some groups experiencing a disadvantage in obtaining compensation for

their data.

Whether those information frictions can be offset with information treatments (such as

making consumers better aware of the value that others extract from their data, or the costs

that may accrue when their data are compromised) is an open question. We use a data mar-

ket setting and an incentive compatible mechanism in a mixed between- and within-subjects

experiment to estimate participants’ willingness to share personal data for monetary com-

pensation (their Willingness to Accept, or WTA) before and then again after an information

treatment. We focus on social media data, and capture the distribution of compensations

participants require to share the entirety of their Facebook profile data with the researchers

(those data include public profile information, pictures, and private messages).

We randomly assign participants to one of two information treatments, each providing

participants with information from real-world transactions involving users’ social media data.

We focus on scenarios that have become central to the debate over data dividends and data

privacy: the value companies extract from utilizing user data, and the compensation users

may receive from data holders when their data is abused. In one condition, participants are

provided accurate information summarizing Facebook’s projections of revenues per North-

American profile. In the other, participants are provided accurate information summarizing

the monetary compensation that some Facebook users received following the improper har-

vesting of user data. In each case, we theorize that exposure to market information may

reduce value uncertainty regarding personal data, and thus affect participants’ own valuations

of the same data in a contiguous data market context.

We recruit experimental participants from two groups–—one nationally representative,

and one expected to be, on average, more data- and privacy-conscious than the representative

sample. The first group is a representative sample of U.S. internet users recruited in collab-

oration with YouGov (YouGov sample). The second group comprises members of the Data

Dividend Project (DDP), a data advocacy group started by former Democratic presidential

candidate Andrew Yang (DDP sample). Members of the DDP are interested in ensuring that

technology companies share a part of their revenue when they monetize data and are more

likely to believe in digital privacy as a fundamental right (Yang, 2020a). The two samples

allow us to compare whether and how information treatments differentially affect individuals

who are likely heterogeneous in their fundamental views on personal data.

Our analysis focuses on capturing changes in the distribution of data valuations before

vs. after information treatments, and differences in those distributions across demographic

groups.2 Before the information treatment, we find evidence of significant dispersion and

2We do not focus on pinpointing individual ground-truth valuations of data, since prior work has firmly estab-
lished that personal data valuations are context dependent (Xu and Zhang, 2020; Acquisti et al., 2016).
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heterogeneity in valuations in both samples. In the nationally representative (YouGov) sam-

ple, valuations are bimodal, with a large mass of respondents clustered at less than $250

and another mass reporting valuations of at least $10,000. Not only are ex ante valuations

highly dispersed — there is substantial heterogeneity in valuations by demographic traits,

with historically marginalized groups reporting significantly lower valuations.3 For instance,

the distribution of valuations for White users first-order stochastically dominates the distri-

bution for Black users; the distribution for male users first-order stochastically dominates the

valuation distribution for female users. Racial and gender divides persist after controlling for

education, income, privacy beliefs, and Facebook usage itself, suggesting that certain demo-

graphic groups appear to systematically undervalue their data relative to others. Remarkably,

the direction of the gender divide in user valuations in our study is at odds with the direction

of the divide in the market for data, where female data have shown to command a higher

price in online advertising markets (Lambrecht and Tucker, 2019). Additionally, we find that

valuations of data decrease in unison with income, with lower income individuals asking as

little as half the amount of money to share their data with researchers, compared to higher

income individuals. We find that the distribution of valuations in the DDP sample is similarly

bimodal, but first-order stochastically dominates the distribution of the nationally represen-

tative sample. Moreover, there is qualitatively similar heterogeneity across demographics in

the DDP sample. The broad consistency in results across the two samples provides external

validity and credibility to our estimates.

Following the information treatments, close to one third of participants in both samples

revise their data valuations. In the YouGov sample, 28.6% of individuals revise their valuations

following the treatments. The probability of revision is highly asymmetric, with individuals

with a WTA<$400 (below the dollar amount mentioned in the treatment) driving the effect

with a 53% probability of revision. Furthermore, 98.2% of the individuals who update their

valuations do so by revising up to a higher valuation. Results for the DDP sample are very

similar: 29.4% of participants revise their valuations, again predominantly driven by those

with initial WTA<$400 revising up. In both samples, the provision of information leads to

a reduction in, but not elimination of, dispersion in data valuations. The reduction takes

the form of increasing valuations by low valuation individuals—in which women, low income,

and Black participants are over-represented. Taken together, both the ex ante distributions

of valuations and the ex post variations suggest that information frictions related to privacy

could partially explain low personal data valuations in the literature (Athey et al., 2017).

Furthermore, the asymmetric revisions suggest that valuations post treatment are not only

3Historically marginalized groups are those that might be discriminated against in social, cultural, or economic
life. Examples of such marginalized populations include groups excluded due to race, gender identity, or sexual
orientation—among others (Sevelius et al., 2020).
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a function of anchoring or Bayesian updating, and that other, more subtle, factors are in

fact at play (Section 4). In fact, as dispersion in valuations persists following information

treatments, it is reasonable to conclude that consumer valuations of personal data are only

in part influenced by market information. Consistent with recent work on privacy decision

making (Lin, 2020), our analysis (Section 4) suggests that consumers’ valuations of their data

are the composite of objective or instrumental factors—such as knowledge of the fair market

value of one’s data, which information interventions can affect—and inherently and deeply

subjective or intrinsic ones—such as individuals’ personal stances on data privacy, or the

psychological harm different individuals associate with violations of their data (Calo, 2011).

Our findings have direct policy implications. Although some policy makers and some

scholars have viewed data markets as means to compensate consumers fairly for their data

as well as reduce economic inequality across demographic groups (Feygin et al., 2021), our

results suggest that information frictions may impair the ability of those markets to build

a more equitable data economy. Our findings suggest, however, that strategies aimed at

reducing information asymmetries may be helpful to consumers, especially those from histor-

ically marginalized groups and would aid the functioning of data markets. They may allow

consumers to negotiate higher paybacks and extract more surplus in personal data markets,

moving closer to existing market valuations and increasing consumer welfare from data mar-

kets. Various recent regulatory efforts in the privacy field have, in fact, aimed at addressing

and reducing informational asymmetries (Shiller, 2020). Provisions in the draft regulations of

the CCPA stipulate conditions under which businesses should share with consumers informa-

tion on their data valuation methods; similarly, the EU General Data Protection Regulation

(GDPR) requires firms to disclose how collected consumer data is used. The EU introduced

the Digital Markets Act as recently as March 2022 highlighting similar issues including that

of data portability across platforms which can lead to emerging business models around data

markets. At the same time, the finding that a demographic divide in valuations persists after

the information treatments suggests that information campaigns might be useful, but are not

a silver bullet in aiding marginalized socio-economic groups to extract surplus from personal

data markets. Our findings also have managerial implications for strategy around pricing

and marketing. A number of companies are aiming to establish data markets and becoming

data brokers (e.g., YouGov.com, Permission.io, Brave.com, etc.) using a variety of pricing

mechanisms (Yang, 2020b). On the other end of the spectrum, some firms are pledging not to

collect or sell data generated by users’ online activity (Holtrop et al., 2017). Our results help

firms understand how to price their product, in line with the recent literature (e.g., Huang

et al. (2020); Cao and Zhang (2021)), taking this heterogeneity and frictions into account, as

well use strategies to inform individuals about the value of their data to increase customer
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acquisition (e.g., mePrism.com - see Figure A.1). The potential disparity in data and pri-

vacy valuations across demographics has started to be recognized by the industry, leading

to ventures such as Streamlytics — the largest first-party provider of African-American data

(Streamlytics, 2021).

Related Work This study contributes to a few strands of the academic literature. First,

we contribute to the literature on economic valuations of personal data and online privacy.

Over the years, several studies have investigated both individuals’ willingness to pay to protect

personal information (WTP; for instance, Beresford et al. (2012)), and individuals’ willingness

to accept payments to share it (WTA; for instance, Danezis et al. (2005) and Hui et al. (2007)).

Related to our study, Benndorf and Normann (2018) studied the WTA of college students to

divulge their Facebook contacts and timeline details, finding a median WTA of 25 Euros.

Athey et al. (2017) find privacy-concerned individuals willing to divulge personal information

in exchange for small amounts of money or rewards. The findings of this body of work support

the notion that individuals’ valuations of personal data reflect a combination of factors—

from rational privacy calculus to heuristics, cognitive biases, and information asymmetries

(Acquisti et al., 2015). Accordingly, recent work has started disentangling the extent to which

preferences for privacy are influenced by “intrinsic” (subjective) versus “instrumental” (more

quantifiable and objective) factors (Lin, 2020). Our paper differentiates from these studies by

focusing on information frictions as a key factor impacting data valuations, and by analyzing

whether information provision can reduce the dispersion in data valuations. Moreover, we

focus on and provide clear regularities in systematically lower valuations by marginalized

groups.

Second, our paper is related to studies that explicitly focus on how privacy concerns (or,

in a few cases, valuations) vary across demographic characteristics and different contexts.

Prince and Wallsten (2020) measure the (hypothetical) WTA for different types of data and

for populations across the world. Christofides et al. (2012) analyze privacy attitudes of adults

and adolescents towards Facebook activity. Hoy and Milne (2010) analyze gender differences

in privacy beliefs associated with Facebook use. Our work differentiates by focusing on incen-

tive compatible valuations for the entire stock of Facebook data, including private messages

and photos, with a representative sample of US internet users that allows us to investigate

regularities across demographic groups and highlight the potential role of information provi-

sion in this context. Our results show that data conscious individuals in the DDP sample,

while having higher valuations, revise their valuations at the same rate relative to those in the

YouGov sample suggesting information frictions are an important issue for data valuations,

even for engaged users.

Our results are related to the literature that attempts to provide information treatments to
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increase awareness and make individuals take more informed decisions in a variety of contexts.

Guriev et al. (2020) analyze the impact of providing fact-checked political information on an

individual’s beliefs and propensity to share misinformation. Alesina et al. (2021) analyze the

impact of providing economic statistics to Black and White respondents on their perceptions

of why racial inequities persist. In finance, Beshears et al. (2009) provide financial information

to consumers so that they can make better daily financial decisions. These results are also

broadly related to studies that analyze the impact of salience in privacy-related information on

consumer behavior (Beke et al., 2018; Adjerid et al., 2013; Tsai et al., 2011). This literature,

together with our results, suggests that there could be a large payoff to information campaigns

by policy makers and data advocates. Finally, the manuscript is also related to a growing

body of work on data markets and data propertization in the economics and law literature

(Laudon, 1996; Schwartz, 2003; Arrieta-Ibarra et al., 2018). In the context of the psychology

of data ownership (Spiekermann et al., 2012), Tomaino et al. (2021) highlight that users may

underestimate their privacy valuations since transactions with companies happen through

barter rather than money.

2 Experimental Design

We conduct a pre-registered incentive compatible online experiment in which we solicit con-

sumers’ willingness to accept (WTA) monetary compensation to share their Facebook data.4

We recruit participants from two populations. First, we partner with YouGov and recruit

from its population of US based adult respondents (YouGov sample). YouGov screens re-

spondents for our study so that they are representative of the US internet population in terms

of age, gender, region, race, and education based on the US Census Current Population Survey

(2018). Second, we partner with the DDP and recruit members of the DDP through email

solicitations sent by the DDP to its entire member base, inviting them to take part in our

study (DDP sample). Participants from both populations were required to have a Facebook

account in order to participate in the study.5

Participants are provided a link to access an online survey. Respondents’ WTA valuations

are captured using a Becker–DeGroot–Marschak (BDM) mechanism (Becker et al., 1964).

BDM mechanisms are common in recent literature estimating the value of online services

(Allcott et al., 2020; Brynjolfsson et al., 2019; Mamadehussene and Sguera, 2022). Respon-

dents are asked for the minimum amount of money they would require to share the entirety of

4Full pre-registration details can be found at https://doi.org/10.1257/rct.6727.
5Facebook membership and usage is verified and was provided by YouGov to us. For the DDP sample, respon-
dents self-report using Facebook.
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their Facebook data with the researchers.6 The data include posts, photos, private messages,

likes, and comments (See Figure A.6 in the Online Appendix). Facebook offers a simple way

to download a copy of a user’s data, and the process is explained to the participants (Face-

book, 2021b). To make responses incentive compatible, we explain the BDM mechanism to

participants and test their comprehension of the mechanism. Participants are informed that

a random payment will be generated at the end of the study, and if the randomly generated

payment is greater than the minimum WTA entered by the respondent, the participant will

be asked to upload their data in exchange for the payment. To avoid deception, we inform

participants that the data will be used for research purposes. To put estimates in context,

we compare our baseline data valuations to a number of others in the literature in Section 3,

and we compare the results across the YouGov and DDP samples. We also field an additional

study to demonstrate the stated use of the respondents’ data doesn’t impact initial and revised

valuations, consistent with Buckman et al. (2019).

After baseline valuations are elicited, participants are randomly assigned to one of two

information treatments: revenue treatment and settlement treatment. Across treatments, the

monetary amount associated with the value of a Facebook’s user data is held constant. In the

revenue treatment, participants are informed that Facebook is expected to earn around $400

per North American user in the next three years. This information is based on Facebook’s 10-

K filings in January 2021 (Facebook, 2021a). This treatment is based on provisions in the draft

regulations of the new California Consumer Privacy Act which stipulate that businesses should

provide consumers with good-faith estimates of the value of consumer’s data. New companies

in the data market space (eg. mePrism) use similar metrics to encourage individuals to get

paid for their personal data, as seen in Figure A.1 in the Online Appendix. In the settlement

treatment, participants are informed that each affected Facebook user in a 2020 Facebook

data settlement was paid $400 (Online Appendix Figures A.7 and A.8). This information is

based on a lawsuit that was settled by Facebook in Illinois (Sun-Times Staff, 2020). This

treatment is based on growing number of privacy class action cases that attempt to indemnify

users for misuses of their data. For both treatments, we provide a link to the source of the

information in case an individual wants to access more details. Similar to the methodology

and approach in Hjort et al. (2021), we use these treatments as one way to assess whether

real-world information impacts user valuations. Although our information treatments are

accurate summaries of true information, we are careful to not tell users that this is what

their data are exactly worth to Facebook or exactly reflective of the costs if their data are

used improperly. In our incentivized, online setting that deals with sensitive personal data,

6Our approach to measure WTA in dollars is consistent with a recent study by Tomaino et al. (2021) that
shows that individuals understand data values better in dollars than in return for a product like in a barter
system.
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we expect experimenter demand effects to be minimal (Haaland et al., 2020) as has been

evidenced in the experimental literature (De Quidt et al., 2018). We carry out a robustness

check to demonstrate the effects we detect as a result of the information treatment are not

due to experimenter demand.

Following the information treatment, we allow participants to revise their valuations.

These revised valuations are considered for the BDM lottery, and hence are incentive compat-

ible. We also ask participants to explain why they revised their valuations or why they did

not revise their valuations, in an open ended text box. Then, we ask endline questions related

to how intensively individuals use Facebook on a daily basis, and participants’ views about

data privacy. Finally, participants are entered in the BDM lottery. If the random payment

is greater than the minimum WTA entered by the participant, the participant is asked to

upload their data in exchange for the random payment. Participants receive their payment

if and only if they upload their Facebook data. We verify that uploaded files are authentic

by checking their metadata (directory names, sizes, and formats). If the random payment is

less than the minimum WTA, the selected respondents do not receive any payment and do

not upload their data. Participants are unaware of the payment distribution, in line with best

practices for BDM research (Allcott et al., 2020).

3 Baseline Results

The study was completed by 4,149 participants from the YouGov sample in June-July 2021

(these respondents passed the comprehension tests and provided both baseline and revised

valuations).7 Covariates for the YouGov sample (as well as the DDP sample) are shown in

the Online Appendix (Table A.1). Roughly half of respondents use Facebook less than 30

minutes per day; the average account was created in 2009.

The distribution of baseline valuations is plotted in Figure 1. Valuations are highly dis-

persed. In fact, their distribution is bi-modal, with bunching of WTA at low dollar values (less

than $250) or at very high values (at least $10,000). For ease of representation, we truncate

valuations at $10,000 in the histogram (at the 75th percentile). The CDF of these valua-

tions is plotted in Figure 1 (median WTA is $750). The spikes in the distribution take place

around whole numbers (e.g., $1,000, $5,000 etc), suggesting that users utilize heuristics while

attempting to determine an otherwise highly uncertain value. The figure demonstrates how

focusing on a single summary statistic, as much of the prior work has done, hides substantial

heterogeneity in valuations. We interpret extremely high valuations as an expression of the

respondents’ unwillingness to part with their data.8 All the respondents correctly answered

7We discuss results from the DDP sample and how they compare to the YouGov sample in Section 5.
8One concern about extremely high valuations is that respondents may believe they will never receive an offer
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the BDM comprehension questions; hence, they knew that an extremely large WTA would

make it unlikely that they would have to upload their data.9

Valuations are also highly heterogeneous across race, gender, and income. Figure 2 shows

the CDF of valuations for White and Black individuals indicating a stark racial divide (see

Online Appendix Figure A.3 for additional race and ethnicities).10 Black Facebook users

value their data significantly less than White users, as the distribution of valuations for White

respondents first-order stochastically dominates that of Black respondents (median WTA for

a White user is $1,000, whereas it is $500 for a Black user). Women value their data less

than men (Figure 2), as the WTA of male respondents first order stochastically dominates the

distribution of WTA of female respondents (median valuation for female respondents of $558

relative to $1,000 for men). To test whether race and gender differences are driven by income,

education, or patterns in Facebook usage, we analyze the logarithm of the valuations within

a regression framework in Table 1. As can be seen, the descriptive results hold in univariate

regressions for gender (column (1)), race (column (2)), gender and race together in column (3).

We find that racial and gender differences also persist after adjusting for income, education,

age, as well as Facebook usage and privacy beliefs, in column (4). While a variety of factors

could influence individual valuations, these results suggest that systematic regularities persist

across demographic groups even after controlling relevant observables, including intensity of

daily Facebook usage.

We also look at income differences in valuations. The differences are stark and consis-

tent: individuals in higher income groups value their data significantly more. Interestingly,

individuals who decide not to disclose their income are the ones who value their data the

most across all income groups, consistent with the interpretation that these individuals are

very high income individuals and/or value their income data and do not want to disclose it.

The lower data values for under-represented groups suggest that such individual level data

dividends could further exacerbate existing inequalities.

While we do not focus on point-wise estimates in our analysis, we examine the plausibility

of our baseline valuations in the context of the literature. We focus on the median valuation

($750) to account for outliers. This valuation corresponds to the entire “stock” of an individ-

at such high prices, which would make responses not incentive compatible. Focusing on CDFs can avoid
this issue, as they can be truncated at any value and higher valuations can be interpreted as the share of
respondents with valuations higher than the truncated value.

9This point is reinforced by the observation that 14 of the 18 participants (approximately 80%) selected to
upload their Facebook data based on their BDM bids did upload their data and subsequently received payment
in line with the BDM draw. In this sample of data uploads, we do observe individuals making their private
messages and pictures available. Given the small size of this sample, we do not carry out further heterogeneity
analysis based on the size of the files across different data dimensions.

10At any dollar value on the horizontal axis, the distribution plots the share of people with valuations less than
that dollar value. This implies that a CDF shifted towards the right will have higher valuations associated
with it.
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ual’s Facebook data.11 The median respondent in our sample has been using Facebook for 12

years, since 2009. This leads to a median value of $73 per year and a monthly valuation of $6.1

per month for their data. Our estimates exceed those in existing studies (Prince and Wall-

sten, 2020; Benndorf and Normann, 2018; Lin, 2020). Relative to Lin (2020) and Benndorf

and Normann (2018), the data we asked for is larger in quantity as well as sensitivity (because

it consists of participants’ entire Facebook data, including personal messages, since they first

created the account). Prince and Wallsten (2020) find, within a hypothetical setting, that the

average US respondent has a WTA of $5 per month to let Facebook share information from

texts sent using Facebook Messenger. In contrast, our incentive compatible setting presents

participants with an actual possibility of having to share all their Facebook data, likely leading

to sightly higher (and potentially more realistic) valuations. This exercise provides us with

more confidence in the external validity of our estimates and approach. Our median baseline

valuations seem to fall within a reasonable range relative to other studies that are carried out

in different contexts and related to alternative data uses.

In our study, we inform respondents that their data will be only used for research pur-

poses. To ensure that our results are not sensitive to this particular stated data use, we carry

out an additional robustness exercise. Buckman et al. (2019) finds a null result comparing

differences in valuations for personal data when the data is shared with third parties or not.

To confirm this finding in our setting, we conduct a follow-up study (N=500, recruited on

Amazon MTurk) where we manipulate information presented to respondents on whether we

will use their Facebook data for research purposes or commercial purposes. Respondents are

randomized into one of these two conditions. We do not find any significant differences in

initial valuations for Facebook data across these two groups (p=0.67). This additional study,

combined with two different samples for our main study, provides robust evidence for the

external validity of our results.

4 Information Treatments and Updating Behavior

4.1 Treatment Effects

We first present aggregate results across the two experimental conditions in the YouGov

sample.12 In Section 4.2, we discuss differences across the treatments. Figure 4 shows that

individuals revise their valuations in response to information interventions—but do so asym-

11In a pilot, we analyzed the WTA for the entire stock of Facebook, Instagram, and Twitter data. The median
valuations for Facebook and Instagram were higher than Twitter, potentially due to more personal information
being available on Facebook and Instagram.

12We provide evidence that the randomization worked as expected through a randomization check (Table A.3)
and series of balance tests (Table A.4).
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metrically. As a reminder, the dollar amount mentioned in both the settlement and the

revenue treatment is $400.13 The majority of participants who revise have baseline WTAs

lower than $400. At higher baseline valuations, there is no difference between the WTA and

revised WTA. This holds even when extending the distribution to $10,000 (see Online Ap-

pendix Figure A.2). Focusing on the individuals who revise and have baseline WTA less than

$400, we note that 98.2% revise their valuations upwards. This makes the overall distribution

of the revised valuations less dispersed than the distribution of the initial baseline valuations.

In particular, after the treatments, the proportion of individuals with a WTA of $400 or more

increases from 60.9% to 70.1%.14

We find that women are more likely (by 5 percentage points) to update their valuations

in response to the information treatment than men (column (3), Table 2). Similarly, Black

respondents are more likely to update their valuations than White. The effect is similar

for low vs. high income, measured at the $50K annual income threshold, with low income

individuals more likely to revise. These results suggest that information treatments can lead

individuals to reassess their valuations, and that providing actual market information can

reduce dispersion and heterogeneity in valuations. Given that disadvantaged groups respond

significantly more to these interventions, we conclude that information frictions do play a role

in the ex ante gaps in WTA for digital data across these demographic groups of interest. In

fact, while the information interventions help marginalized groups largely because they are

over represented below the $400 threshold, column (4) shows that the probability to revise

valuations persists even after controlling for initial WTA. This suggests that participants from

these groups appear to value the information treatment more, relative to others.

It is important to note that the asymmetric updating outcome of the informational treat-

ments cannot be explained as a simple reference point effect within a Bayesian setting. A

reference point effect would have implied a symmetric revision of valuations, consistent with

a Bayesian framework since we would have witnessed users with valuations above $400 revise

their WTA downward, in addition to those whose with valuations lower than $400 revising

upward. Indeed, these results suggest that an individual’s data valuations are driven in part

by objective information, and in part by subjective beliefs about data and data privacy. In

fact, although the information treatments increase the valuations of marginalized groups, dis-

persion and heterogeneity in valuations persist ex post. Objective information alone does

not eliminate differences in valuations. Regulatory and industry initiatives have attempted

to reduce the asymmetric information problem in different ways. It appears that such inter-

ventions, while important, cannot eliminate the dispersion in valuations across groups. To

13In a pilot study, we found that different dollar values associated with the information treatments lead to
qualitatively similar results. The results are available from the authors upon request.

14The share of participants whose valuations were exactly $400 increases from 0.9% to 7.3% post treatment.
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examine this further, we analyze how an individual’s baseline valuation and propensity to

revise varies with their self-reported beliefs about privacy being a fundamental human right

and the ability of the free market to value data correctly.15 We code each variable as one

if the individual either agrees or strongly agrees with a certain statement. In column (1) of

Table 2, we find that individuals who think that privacy is a fundamental human right value

their data significantly more. Similarly, those who think that the free market provides an

appropriate degree of privacy protection value their data less. Consistent with the intuition

of valuations being driven by a composite of objective and subjective factors, individuals who

think that privacy is a fundamental human right are less likely to revise their beliefs, whereas

market-oriented individuals are more likely to revise (column (3)). In column (4), we show

that the higher propensity to revise for women and Black participants persists after controlling

for baseline valuations.

To ensure that the updating behavior is not a simple artefact of experimenter demand

(in that individuals may update simply because we asked them if they would like to revise

their valuations, following the information treatment), we carry out a robustness check. We

run an additional online study (N=251) in which we do not provide participants with any

information about valuations, but simply ask them whether they would like to revise their

valuations without any information treatment. In this placebo check, we find that only 2.3%

of the individuals (6 participants) revise their valuations. The revision probability in our

main analysis is about 12 times higher and our placebo estimates are significantly lower

than estimates of similar checks in the literature (Allcott and Taubinsky, 2015), providing

confidence that our estimates are not driven by experimenter demand.

4.2 Differences across Information Treatments

For individuals with a valuation below $400, both treatments induce a large share of respon-

dents to update their valuations: the settlement treatment led 55% of individuals to update,

while the revenue treatment induced 49% of individuals to update their baseline valuations.

Since both treatments refer to the same monetary value ($400), the mechanism behind the

updating of valuations may emanate from how individuals view the information they received.

To understand this, we analyze the answers to the free-form question asked immediately

after respondents were given the chance to revise their valuations. We train an algorithm

to cluster responses (the details of this algorithm can be found in the Online Appendix).

The algorithm produces four clusters, and we look at the relative distributions of responses

in the clusters across treatment groups (Figure 5). The clusters (in Tables A.5-A.8) can be

15The statements used in the endline survey are: (1) Privacy is a fundamental human right and (2) I trust that
the free market leads to appropriate privacy protection.
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labeled as a “revenue cluster” that contains responses discussing the value of one’s data; a

“data use cluster” that contains responses discussing how data is used by firms; a “careful

sharing cluster” that contains responses from individuals who state they are very careful

about the information they share online; and an “extreme privacy cluster” that contains

responses emphasizing the sensitivity of their data and an unwillingness to part with it except

at extreme prices. The results in Figure 5 show that the distribution of responses across

clusters are different between the two information treatments. First, we find that those in the

revenue treatment are substantially more likely to be in the revenue cluster (p < 0.01). This

suggests that the revenue treatment induces individuals to revise by updating their beliefs

about the value of their data to the firm, which also impacts their own user valuations. The

settlement treatment, however, induces more individuals to be members of the extreme privacy

clusters (p < 0.01). This suggests that the settlement treatment induces respondents to revise

their valuations by updating beliefs about the potential harms of sharing their data. Taken

together, this suggests that the two treatments work by updating beliefs on different aspects

of a user’s value of data.16

The baseline updating results also show that the settlement treatment led to a slightly

higher increase in updating relative to the revenue treatment, even though the absolute in-

crease across the two treatments was high (55% vs. 49% with p<0.01). To understand the

quantitative difference in revision across the two treatments, we conducted a post-hoc survey

on Amazon Mechanical Turk (N=250). We test whether this difference might arise due to

the fact that individuals are more uncertain about settlement amounts relative to how much

revenue Facebook earns. We asked subjects to predict the monetary values associated with

Facebook revenues as well as the data settlement lawsuit. We found that there was signifi-

cantly more uncertainty about the settlement treatment, consistent with the hypothesis that

the settlement treatment induced larger updates in individuals’ beliefs about the value of

their data. In particular, subjects were 10 percentage points more likely (p<0.01) to respond

saying “I don’t know” when trying to predict the settlement amount (N=79) relative to the

revenue amount (n=53).17 That said, there was still substantial uncertainty and underestima-

tion about the amount of money Facebook would earn per user, consistent with the smaller,

but still substantial, share of revisions we observed in the revenue treatment. This survey

lends credence to the fact that individuals are especially uncertain about settlement values,

leading to a higher effect of the settlement treatment relative to the revenue treatment.

16This analysis also shows that individuals do not go into the details of the data settlement lawsuit or the
specifics of Facebook’s revenue streams. The responses of users are generic and centered around the broad
themes found in the text analysis. This is also consistent with the limited time individuals spent on the
information treatment page.

17These elicitations were not incentivized, so as to avoid subjects searching for the exact answer.
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5 DDP Sample Results

In this section we report the results of the experiment with the Data Dividend Project sample.

Access to this sample through our collaboration with the DDP allows us a rare insight into

information frictions associated with personal data valuations for individuals whom we expect

to be more conscious and better informed about data and privacy. Six hundred and fifty-

two respondents completed the experiment. Table A.2 shows this DDP sample to be more

concerned about privacy than the YouGov sample, as DDP members provide significantly

different responses to nearly all of the endline privacy attitude questions. For example, DDP

members are more likely to believe that privacy is a fundamental right and that tech companies

earn too much, and less likely to believe that the free market will lead to the appropriate

amount of privacy. In terms of demographics, DDP members are more likely to be Asian and

less likely to be Black, Table A.1. In addition, men are over represented in the DDP sample.

Figure 6 presents the distribution of valuations across the DDP and the YouGov sample.

The WTA distribution in the DDP first order stochastically dominates that of the repre-

sentative sample. Figure 6 shows an additional nuance: individuals in the DDP sample are

more likely to have very high WTA and less likely to have very low valuations relative to the

YouGov sample (in fact, the median baseline valuation for the DDP sample is $1000, which is

33% higher than the median valuation of $750 in the YouGov sample). These results confirm

that this sample is more concerned with privacy and provide confidence in the experimental

approach. Analyzing the WTA heterogeneity by race, we find that the median Black respon-

dent (N=29) has a WTA of $500, whereas that of a White respondent is $1000.18 In line with

the YouGov sample, WTA increases with income, with a median WTA of $600 for the lowest

income bracket (less than $30K) and a WTA of $1000 for those with income greater than

$100K. Also in line with the YouGov sample, those individuals who prefer not to report their

income (N=65) have the highest median valuations: $10,000. Finally, the median valuations

by gender are the same at $1000, though female WTA is lower after the 75th percentile.

We find remarkably similar responses to the information treatments across the two sam-

ple of respondents. The probability of revision in the DDP sample is 29.4% (28.6% in the

YouGov sample). As in the YouGov sample, the probability of revision in the DDP sample is

asymmetric, with 58.7% of individuals whose WTA is less than $400 revising their valuations

(Figure 7). All participants who revise their WTA revise it higher. Additionally, in line with

the YouGov sample, we see that individuals are 12% more likely to respond to the settlement

treatment relative to the revenue treatment. This effect is noisy (and not statistically signif-

icant), due to the smaller sample size and should be interpreted as suggestive. These results

18This analysis is based on a smaller sample than the YouGov analysis. Therefore, some of its results should be
taken as suggestive.
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are notable as they demonstrate that even individuals who care about the core issue of data

dividends and privacy have a hard time valuing personal data for which there is no active

market. This highlights the widespread prevalence of information frictions in data valuations.

6 Conclusion

As policymakers explore introducing data dividends and companies experiment with new

business models around data markets, it is essential to understand the economic valuations of

consumers’ personal data. In this paper, we provide evidence documenting substantial disper-

sion and heterogeneity by gender, race, and income in users’ data valuations for their social

media data through incentive compatible studies on a representative sample of US internet

population as well as a privacy conscious sample. Marginalized individuals have significantly

lower data valuations in both samples even after controlling for income, education, and Face-

book usage. Through a randomized intervention, we find evidence that participants respond

to information giving them a signal about the value of their data from legal settlements and

revenue projections. Specifically, we find that low WTA users in both samples revise their

valuations upwards towards the settlement amount while high WTA users do not revise down-

wards. These revisions significantly reduce the observed heterogeneity in baseline valuations

for marginalized individuals. Dispersion and heterogeneity in valuations, however, persist fol-

lowing the information treatments, consistent with theories of data and privacy valuations that

construed them as amalgams of objective and subjective factors. Ours results are remarkably

similar for the privacy conscious Data Dividend Project sample.

We conduct several additional smaller scale studies to make sure that our results are robust

and externally valid. We find that valuations are similar whether we use respondents’ data

for research or commercial purposes. Furthermore, valuations do not seem to suffer from

experimenter demand effects when we conduct a placebo study where respondents are given

a chance to revise their valuations without receiving any information treatment. We also

conduct smaller scale pilot studies for measuring valuations of Twitter and Instagram data

and find qualitatively similar results. Taken together, these studies provide robust evidence

documenting heterogeneity in valuations for personal data across different demographic groups

and updating of valuations in the presence of information treatments.

Our research is not without limitations. We only focus on the user side of data markets.

Future research could study how firms value user data, how these valuations vary based on

user characteristics, and how markets for personal data evolve towards equilibrium. We hope

that our current paper spurs future research in this nascent field of personal data markets.
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Tables and Figures

Table 1: Race and Gender Regression results

(1) (2) (3) (4)
Log(WTA) Log(WTA) Log(WTA) Log(WTA)

Female -0.378∗∗ -0.376∗∗ -0.398∗∗

(0.157) (0.157) (0.161)
Black -0.557∗∗ -0.553∗∗ -0.438∗∗

(0.217) (0.217) (0.217)
Controls N N N Y

Obs 4141 4141 4141 4140
Adj. R2 0.001 0.001 0.002 0.031

The unit of observation is the individual respondent. Robust standard errors in parentheses. The estimates
are based on an OLS regression. Column (4) uses controls for income, education, age, Facebook usage and
privacy beliefs. The mean of the dependent variable is 7.55. * p < 0.1, ** p < 0.05 *** p < 0.01.

Table 2: Mechanism Regression results

(1) (2) (3) (4)
Log(WTA) Log(revised WTA) P(Revise) P(Revise)

Female -0.429∗∗∗ -0.361∗∗ 0.050∗∗∗ 0.039∗∗∗

(0.162) (0.159) (0.014) (0.014)
Black -0.431∗∗ -0.355∗ 0.049∗∗ 0.038∗

(0.217) (0.210) (0.024) (0.023)
Privacy is a Right 0.949∗∗∗ 0.932∗∗∗ -0.002 0.022

(0.153) (0.151) (0.017) (0.017)
Market is Correct -0.826∗∗∗ -0.884∗∗∗ 0.099∗∗∗ 0.078∗∗∗

(0.188) (0.182) (0.022) (0.022)
Age 0.009∗∗ 0.011∗∗∗ -0.001 -0.000

(0.004) (0.004) (0.000) (0.000)
High Income 0.645∗∗∗ 0.549∗∗∗ -0.060∗∗∗ -0.044∗∗∗

(0.143) (0.140) (0.015) (0.015)
Prefer Not to Report Income 2.171∗∗∗ 2.153∗∗∗ -0.063∗∗∗ -0.010

(0.371) (0.368) (0.023) (0.023)
Baseline WTA Control N N N Y

Obs 4140 4140 4140 4140
Adj. R2 0.030 0.031 0.014 0.084

The unit of observation is the individual respondent. Robust standard errors in parentheses. All regressions
also control for intensity of Facebook usage. The estimates are based on an OLS regression. * p < 0.1, **
p < 0.05 *** p < 0.01.

20

Electronic copy available at: https://ssrn.com/abstract=3974826



Figure 1: Distribution of Baseline Valuations: Full Sample
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The figure in the top panel shows a histogram with the distribution of valuations for the YouGov
sample at $250 intervals. In this figure, all values above $10,000 are displayed in the bar at
$10,000. The bottom panel shows the cumulative distribution function (CDF) of baseline
valuations for the YouGov sample. The shaded area represents the 95% uniform confidence
interval for the distribution.
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Figure 2: Distribution of Baseline Valuations: Race and Gender Heterogeneity
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The figure in the top panel shows CDF of the baseline WTA split up by race. The Online
Appendix contains distributions of valuations for additional race and ethnicities. The bot-
tom panel shows the CDF of WTA by gender. The shaded area represents the 95% uniform
confidence interval for the distribution.
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Figure 3: Distribution of Baseline Valuations: Income Heterogeneity
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The figure shows the CDF of the baseline WTA by Income. The shaded area represents the
95% uniform confidence interval for the distribution
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Figure 4: Revision of Baseline Valuations
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The figure shows the CDF of baseline and revised WTA, where the revised WTA is the valuation
measured after the information interventions. The shaded area represents the 95% uniform
confidence interval for the distribution
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Figure 5: Text Explanation Clustering by Revision Group
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Here we plot coefficients from regressions of an indicator for cluster membership on treatment.
The horizontal bars represent 95% confidence intervals.
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Figure 6: Distribution of Baseline Valuations: DDP
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The figure in the top panel shows a histogram of the distribution of valuations for the DDP
sample. All values greater than $10,000 are included in the bar at $10,000. The bottom
panel shows the cumulative distribution function (CDF) of baseline valuations for the DDP
and YouGov samples. The shaded area represents the 95% uniform confidence interval for the
distribution.
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Figure 7: CDF of Valuations with Revisions: DDP vs. YouGov
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The figure shows the CDF of baseline and revised WTA for the YouGov and DDP samples,
where the revised WTA is the valuation measured after the information interventions. The
shaded area represents the 95% uniform confidence interval for the distribution
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Online Appendix

The first figure is an image of metrics used by mePrism to encourage users to part with their
data in exchange for monetary compensation. Next, we plot the distribution of baseline and
revised valuations in more detail. Figure A.2 plots the distribution of baseline and revise
valuations for the YouGov sample extended out to $10,000. Figure A.3 plots the distribution
of baseline valuations by race / ethnicity for all groups in the survey.

Figure A.1: mePrism Information Strategy

A snapshot of the metrics used by mePrism, a company setting up a data market, for providing
information to potential users.
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Figure A.2: Revision of Baseline Valuations
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The figure shows the CDF of baseline and revised WTA for the YouGov sample, where the
revised WTA is the valuation measured after the information interventions. The shaded area
represents the 95% uniform confidence interval for the distribution
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Figure A.3: Distribution of Baseline Valuations: Full Sample and Heterogeneity by Race
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The figure in the top panel shows CDF of the baseline WTA for the whole sample while in
the bottom panel it is the CDF split up by race. The shaded area represents the 95% uniform
confidence interval for the distribution
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Figure A.4: Valuation Distribution Regressions
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Distribution regressions of an indicator if an individual’s valuation is greater than a threshold
(y-axis) on demographic variables. The bars represent 95% confidence intervals.
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Figure A.5: Baseline and Revised Valuations by Demographic
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The figure shows the CDF of baseline and revised WTA for the YouGov sample by Race (top
figure) and Gender (bottom figure), where the revised WTA is the valuation measured after
the information interventions. The shaded area represents the 95% uniform confidence interval
for the distribution
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Survey Materials

Here we share screenshots of key parts of the survey instrument. Figure A.6 shows the
text of the question where subjects entered their valuations, Figure A.7 shows the Revenue
treatment and the opportunity for subjects to revise their valuations, and Figure A.8 shows
the Settlement treatment and the opportunity for subjects to revise their valuations.

Figure A.6: Baseline Question Screenshot

The screenshot shows the question asked to the respondents to elicit their baseline valuations.

Figure A.7: Revenue Information Treatment Screenshot

The screenshot shows the revenue information treatment after eliciting baseline valuations.

33

Electronic copy available at: https://ssrn.com/abstract=3974826



Figure A.8: Settlement Information Treatment Screenshot

The screenshot shows the settlement information treatment after eliciting baseline valuations.
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Sample Characteristics

In Table A.1 we plot the distribution of demographic characteristics by sample. Notice that
the DDP sample has substantially more Asian respondents, and fewer Black respondents,
relative to the YouGov sample. In addition, the DDP sample has more Male respondents,
uses Facebook less on average, and is more Liberal than the YouGov sample. Table A.2 shows
the difference in privacy attitudes between the two samples.

Table A.1: Demographics Across Samples

DDP YouGov P-Val

Race / Ethnicity: Asian 0.157 (0.364) 0.034 (0.181) 0.000
Race / Ethnicity: Black 0.044 (0.205) 0.109 (0.311) 0.000
Race / Ethnicity: Hispanic 0.071 (0.257) 0.089 (0.285) 0.105
Race / Ethnicity: Middle Eastern 0.000 (0.000) 0.002 (0.047) 0.003
Race / Ethnicity: Native American 0.000 (0.000) 0.012 (0.108) 0.000
Race / Ethnicity: Other 0.047 (0.212) 0.043 (0.204) 0.697
Race / Ethnicity: White 0.681 (0.467) 0.711 (0.453) 0.119
Gender: Female 0.322 (0.468) 0.539 (0.499) 0.000
Gender: Male 0.657 (0.475) 0.440 (0.497) 0.000
Gender: Non-Binary / Third Gender 0.015 (0.122) 0.021 (0.142) 0.303
Gender: Prefer Not To Say 0.006 (0.078) 0.000 (0.000) 0.045
Fb Usage: 10-30 0.221 (0.415) 0.284 (0.451) 0.000
Fb Usage: 31-60 0.148 (0.356) 0.203 (0.402) 0.000
Fb Usage: Less Than 10 0.458 (0.499) 0.247 (0.431) 0.000
Fb Usage: More Than 60 0.172 (0.378) 0.267 (0.442) 0.000
Political Views: Conservative 0.017 (0.128) 0.145 (0.352) 0.000
Political Views: Extremely Conservative 0.003 (0.055) 0.068 (0.251) 0.000
Political Views: Extremely Liberal 0.132 (0.338) 0.138 (0.345) 0.659
Political Views: Liberal 0.375 (0.485) 0.218 (0.413) 0.000
Political Views: Moderate 0.147 (0.354) 0.232 (0.422) 0.000
Political Views: Other 0.083 (0.276) 0.052 (0.223) 0.007
Political Views: Slightly Conservative 0.044 (0.205) 0.064 (0.245) 0.021
Political Views: Slightly Liberal 0.200 (0.400) 0.083 (0.276) 0.000

Pre-treatment covariate means and standard deviations for all respondents who completed the
survey for both samples. The p-values come from a test of equality of means across the two
treatments.
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Table A.2: Endline Privacy Attitudes Across Samples

DDP YouGov P-Val

Endline Fundamental Human Right 5.295 (1.110) 5.065 (1.307) 0.000
Endline Careful 4.637 (1.240) 4.705 (1.290) 0.192
Endline Free Market 1.360 (1.594) 2.253 (1.809) 0.000
Endline Misuse 5.077 (1.176) 4.514 (1.403) 0.000
Endline Earn Too Much 5.135 (1.371) 4.683 (1.417) 0.000

Means and standard deviations for all respondents who completed the survey for both samples.
The p-values come from a test of equality of means across the two treatments.
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Randomization Checks

Below we provide evidence that the randomization between Revenue and Settlement treat-
ments occurred as expected. Table A.3 shows that roughly half of the final sample received
each treatment and we cannot reject the null that each are shown with equal probability. Sec-
ond, Table A.4 shows the distribution of covariates across the two treatments and we cannot
reject the null that these are equal in the large majority of variables.

Table A.3: Randomization Check

Revenue Settlement P-Val

Treatment 0.490 (2031) 0.510 (2110) 0.225

Here we plot the share of respondents who received the Revenue and Settlement information
treatments and the results from a test of the null that these shares are equal.
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Table A.4: Balance Tests

Revenue Settlement P-Val

Race / Ethnicity: Asian 0.029 (0.167) 0.039 (0.193) 0.066
Race / Ethnicity: Black 0.115 (0.319) 0.103 (0.304) 0.220
Race / Ethnicity: Hispanic 0.083 (0.276) 0.095 (0.293) 0.172
Race / Ethnicity: Middle Eastern 0.000 (0.022) 0.004 (0.061) 0.021
Race / Ethnicity: Native American 0.012 (0.108) 0.012 (0.108) 0.993
Race / Ethnicity: Other 0.047 (0.212) 0.040 (0.196) 0.240
Race / Ethnicity: White 0.714 (0.452) 0.708 (0.455) 0.651
Gender: Female 0.538 (0.499) 0.540 (0.498) 0.866
Gender: Male 0.440 (0.497) 0.441 (0.497) 0.970
Gender: Non-Binary / Third Gender 0.022 (0.147) 0.019 (0.136) 0.469
Age: 10000 - 10019 0.000 (0.022) 0.000 (0.000) 0.317
Age: 18 - 39 0.372 (0.483) 0.386 (0.487) 0.336
Age: 40 - 59 0.327 (0.469) 0.321 (0.467) 0.652
Age: 60 - 79 0.290 (0.454) 0.284 (0.451) 0.689
Age: 80 - 99 0.011 (0.104) 0.009 (0.094) 0.553
Income: $30K-$50K 0.168 (0.374) 0.184 (0.387) 0.191
Income: $50K-$100K 0.284 (0.451) 0.289 (0.453) 0.721
Income: <$30K 0.223 (0.416) 0.209 (0.406) 0.257
Income: >$100K 0.211 (0.408) 0.199 (0.399) 0.332
Income: Prefer Not To Say 0.114 (0.318) 0.120 (0.325) 0.537
Fb Usage: 10-30 0.301 (0.459) 0.267 (0.442) 0.015
Fb Usage: 31-60 0.197 (0.398) 0.208 (0.406) 0.417
Fb Usage: Less Than 10 0.236 (0.425) 0.258 (0.438) 0.109
Fb Usage: More Than 60 0.265 (0.442) 0.268 (0.443) 0.862
Fb Age 2009.757 (3.925) 2009.740 (3.828) 0.891
Political Views: Conservative 0.150 (0.357) 0.140 (0.347) 0.344
Political Views: Extremely Conservative 0.067 (0.251) 0.068 (0.251) 0.968
Political Views: Extremely Liberal 0.135 (0.342) 0.141 (0.348) 0.585
Political Views: Liberal 0.210 (0.408) 0.225 (0.418) 0.246
Political Views: Moderate 0.232 (0.422) 0.232 (0.422) 0.991
Political Views: Other 0.050 (0.218) 0.055 (0.227) 0.536
Political Views: Slightly Conservative 0.069 (0.253) 0.060 (0.237) 0.227
Political Views: Slightly Liberal 0.086 (0.281) 0.081 (0.272) 0.515

Pre-treatment covariate means and standard deviations for all respondents who completed the
survey for both information treatments. The p-values come from a test of equality of means
across the two treatments.
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Analysis of text responses

After subjects were presented with the informational intervention and given the opportunity
to revise their valuations, we asked subjects why they did or did not change their answer
and about their general attitudes towards privacy and how their data is used. To better
understand what was inducing subjects to revise their valuations, we conducted a post-hoc
text analysis.

To do so, we used the top2vec algorithm proposed in Angelov (2020) that automatically
handles stop-word removal, lemmatization, and selection of the number of clusters. Moreover,
this algorithm, relative to bag-of-words approaches such as Latent Dirichlet Allocation (Blei
et al., 2003), takes advantages of advances in word embeddings that account for the context
of a word in a document. We find four relatively coherent topics emerge from the data.

We labeled these four clusters through manual inspection of the top 10 most closely aligned
responses within each cluster. As shown in Table A.5, we see that this cluster contains
many statements concerning the amount of money Facebook earns off of their data. As
such, we refer to this cluster as the Revenue cluster. Turning to Table A.6, we see that this
cluster contains statements concerning the use of an individual’s data. The algorithm failed
to separate individuals who are both concerned and those who are not concerned about how
their data is used, and this cluster contains both types. Therefore, we refer to this as the
Data Use cluster. The third cluster, shown in Table A.7, contains individuals who are privacy
conscious and, for that reason, do not share much information on Facebook. We refer to this
as the Careful Sharing cluster. Finally, Table A.8 contains many responses that indicate an
individual is extremely privacy conscious and is unwilling to share their data for anything but
a very high price. We label this the Extreme Privacy cluster.
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Table A.5: Sample of responses from revenue cluster

Sample Text Response

1 i changed my facebook data valuation because i
figured if facebook is willing to pay that amount
for certain users then that must mean my data
alon...

2 if i cared about my privacy, i would not be using
facebook. but my data is worth a lot to facebook,
so i should be paid just an insane amount of mo...

3 yes, it made me think my data is worth more. face-
book must be using my data for a lot of purposes
if it is worth so much to them, even up to $400. ...

4 because i realized how much revenue facebook is
making from people sharing their data on face-
book, so i decided my data is worth more than
i previo...

5 i believe people underestimate how much money
facebook makes off our data. i would not want to
share my data for a modest amount. less than the
num...

6 i changed the amount when i saw how much money
facebook will make on each north american user
over three years. i am not happy with the way
facebo...

7 i care about privacy and if my data is misused but
in this case i don’t use facebook much and there
isn’t much data i care about. however i do nee...

8 i’m not happy with the way my data is used, but
because of that i don’t put much data on facebook
in the first place. i know it will likely be misu...

9 i care about privacy, but facebook is definitely mis-
using our data. i don’t know what my data is
worth. i don’t like the idea of sharing it but it ...

10 in my opinion my data has a value which i feel is a
fair amount related to what facebook does with my
data and information. they are making a treme...
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Table A.6: Sample of responses from data use cluster

Sample Text Response

1 i’m happy with the way my data is being used to
the best of my knowledge. i’m not really worried
that my data has been or will be misused. i do
car...

2 i changed my mind because the information i
would be sharing contains some very personal
data. i am ok with the way my data is being used.
i am not...

3 i am not concerned about my data as there is not
enough data that would affect me on facebook. i
am not worry about my data being misused. i do
car...

4 i’m not exactly sure how my data is being used, but
it doesn’t bother me that much. i’m not overly
concerned with my data being misused. kinda
care...

5 i am not happy with the way my data is being used,
nor how it is gathered. i definitely worry about my
data being misused, and i care about my priv...

6 i am worried about my data being misused. i care
about my privacy. i am not happy with my data
being used the way it is. i am worth at least that
a...

7 i wouldn’t because i feel that my information is
worth at least $500. i’m not happy with the way
my data is being used because i feel like i’m bein...

8 no, i am not happy with how my data is being
used and i am always worried that my data will be
misused. my privacy is very important to me and
i do...

9 my data is information about myself and shouldn’t
be shared with people i don’t know. i am worried
about someone misusing my data. yes i do care
ab...

10 i changed my evaluation because you said facebook
settled a lawsuit for around $400 per user. i am
not terribly concerned about my privacy because
...
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Table A.7: Sample of responses from careful sharing cluster

Sample Text Response

1 i think $10,000 is a fair amount to be sharing all
my information. i think the $400 offered by fb is
way too little. privacy is a big concern for m...

2 i worry about data misuse and i value my privacy
highly. for that reason, i do not share sensitive
information on facebook and only very few pictu...

3 i worry about ever facebook does and do all i can
to maintain my privacy and not allow facebook to
use my information without my consent.

4 i don’t really care about privacy on facebook be-
cause i am not ashamed of anything tied to my
activity. but if facebook wants access to my data,
i ...

5 i really care about privacy . i’m always very care-
ful when sharing stuff on facebook especially my
location . i don’t fully trust facebook company ...

6 i am very uncomfortable sharing my facebook info
indiscriminately. i’m not happy with how facebook
treats my information. i do not believe they ha...

7 honestly i don’t really know how facebook uses my
data . i do care about privacy and i am curious as
to what they use the data on. i would like it ...

8 i really enjoy facebook but it would take alot of
money for me to share my data it is personal i
dont want anything i share misused and it does
wor...

9 i just don’t think i have enough down on facebook
to worry about it. i barely share anything online
because i’m a very private person to begin with...

10 facebook has made billions by sharing my data. i
find this disconcerting and i prefer to keep it rela-
tively private and have the ability to share o...
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Table A.8: Sample of responses from extreme privacy cluster

Sample Text Response

1 i care deeply about my privacy which is why i put
such a high number. at that payout price i could
afford to handle any repercussions from my data
...

2 after seeing that each person was only getting $400
as compensation for data that was used illegally
then it really can’t be worth that much. i’d s...

3 i care about my privacy and don’t want to share
my data. i chose a fairly high dollar amount in
order to price my data high enough that it would
no...

4 if you want my data you will pay for it. my data
is not worth that much but not sharing it for less.

5 i just don’t feel comfortable with sharing my data
unless it’s for a certain sum of money because it
does have value

6 i honestly put 0 before because i wasn’t going to
share my data, but if i’m getting paid for it i might
as well share the data.

7 i believe sharing my data is worth more money. i
am worried about my data being misused.

8 if i’m going to voluntarily give my data, i’d want
to be well paid for it. $400 is not what that many
years of data is worth.

9 most of the data is being used without my permis-
sion anyway. the amount i chose seems reasonable
for the one-year profit from my information.

10 i don’t want to share my data for any monetary
amount, so that’s why i picked such a high bor-
derline insane number like $1,000,000. you did not
giv...
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